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Tech giants are playing an ever-increasing role in society, because they control 
the platforms and services on which communication, search for information, 
public debate, etc. plays out. At the same time, these companies operate (to 
varying extents) with a business model based on collecting and analysing as 
much information on users as possible. 

 
So far, tech giants have had unprecedented opportunity to impact human rights 
and democratic processes for millions of people, while acting outside democratic 
control. 
 
The companies thus have significant influence on the rights of the individual, 
while at the same time operating in a regulatory void in several areas. It has 
been up to the companies themselves to ensure that they respect human rights 
law. 
 
This report describes human rights issues raised by tech giants with special focus 
on: 

- Freedom of expression, including the grey zones that currently exist for 
protecting freedom of expression on digital platforms. 

- The right to privacy and protection of personal data, including the 
collection and commercial use of this data by platforms. 

- Effective enforcement of human rights. 
 
Tech giants remove content from the internet for many different reasons. For 
example, content may be removed because a state has specifically ordered the 
platform to remove the content, or because the platform itself has decided that 
certain types of content should not be visible on their platforms. Content may 
also be removed because the state has encouraged the company to do so, or 
because the platform has entered into a voluntary agreement with the state to 
remove the content. Considering the variety of reasons why content may be 

removed, the state’s responsibility to protect freedom of expression is rather 
unclear. 
 
In practice, tech giants are expected to assess large volumes of content in order 
to remove illegal content. This creates a risk of over-regulation, so that more 

1 EXECUTIVE 
SUMMARY 
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content than necessary is removed. Over-regulation of content can lead to a 
chilling effect on freedom of expression and information. 
 
Concerns over having private actors assess whether content is illegal are 
accentuated when this assessment is conducted via automated content filters. 

 
Extensive collection and use of personal data by tech giants has been referred to 
as surveillance capitalism. Surveillance capitalism has created new products 
and markets based on the possibility to predict and influence people's 
behaviour. 
 
The current market structure means that data on individuals is being shared and 
used by many actors that the individual does not know about. The non-
transparent relationships between actors mean that people do not know to 
whom they should direct any complaints. 
 
The non-transparent interplay between the many actors on the market leads to a 
loss of rights. The business model also challenges several core data protection 

law principles: requirements for data minimisation, purpose limitation, 
(informed) consent and access. 
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Tech giants such as Google, Apple, Amazon, Microsoft and Facebook have wide 
discretion to define terms and conditions for the use of their services because 
they are private companies. As their role in society is becoming more dominant, 
there is increasing attention to how their platforms and services interfere with 
the democratic life of society and with human rights. 

 
The purpose of this report is to provide an overview of the human rights issues 
that arise when tech giants assume an ever-more dominant role in society. The 
report focuses on two key rights: freedom of expression and information as well 
as the right to respect for private life. 
 
Freedom of expression is generally impacted by tech giants in two types of 
situations: 
 

1. States use regulation to impose upon companies the responsibility to 
remove illegal content, thus interfering with freedom of expression. 

2. Companies themselves implement content regulation that restricts legal 

content. 
 
The role of tech giants also challenges privacy and the protection of personal 
data, as collection, analysis and sharing of large amounts of user data form the 
basis for new types of surveillance and control by both states and companies.1 

 
However, other rights can also be affected, but these are not addressed in this 
report. For instance, the UN Special Rapporteur on the Rights to Freedom of 
Peaceful Assembly and of Association has stressed that the conduct of 
companies also affects the freedom of association.2 Moreover, questions have 
been raised as to whether targeted advertisements, including housing and job 
advertisements, conflict with the prohibition of discrimination.3 More generally, 
the question of the role of tech giants in democracy has been subject to debate, 

among other things in relation to the question of disinformation, political 
campaigns and the tone on social media.4 

 
The rest of the report is structured as follows: Section 3 explains the term "tech 
giant", and section 4 reviews the right to freedom of expression and information 
as well as the right to privacy. Section 5 highlights the most important human 

2 INTRODUCTION 



 

 

8 

 

rights issues regarding the relationship between states, companies and 
individuals. 
  



 

 

9 

 

 

WHAT IS A TECH GIANT? 

Tech giant is not a legal term. However, it is used to describe technology 
companies that have obtained a dominant position on the market through the 

spread of their platforms and services. 
 
With the development of digital society, tech giants have been the subject of 
increasing attention as they increasingly control the platforms and services on 
which communication, information search, public debate, etc. play out. Influence 
on the possibilities of individuals to exercise their human rights has thus 
concentrated around these relatively few companies. 
 
In a European context, Apple, Amazon, Google, Facebook and Microsoft are 
usually referred to as tech giants. These companies offer a number of services 
and platforms within a wide-ranging set of activities such as marketplaces, 
search engines, social media, application distribution platforms, payment 

systems, and platforms for the collaborative economy.5 

 
This report uses tech giants as a generic term for technology companies whose 
size and position on the market push specific human rights issues to the 
forefront. 
 
Some of the rights particularly affected are freedom of expression and freedom 
of information, the right to privacy, and the protection of personal data. For 
example, the companies decide which conversations they will allow, which 
content they will remove, which information is presented to the individual user, 
and how they use the large amounts of data they collect on each user of the 
platform.6 

 

The companies' business model is based on collection, analysis, and use of data, 
including personal data on users of the platform. This data is used commercially 
by the companies and is also exchanged with states, for example for 
investigation and intelligence activities. 
 

CHAPTER 3 
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In this context, a significant feature of the digital era is that the infrastructures 
for freedom of expression and freedom of information have merged with 
infrastructures for public and private surveillance within the same few and large 
companies.7 The channels on which users depend to communicate are the same 
as those the state (and companies) use to surveil users. 

 
Tech giants have unique commercial power and innovation strength on the 
market, while influencing democracy and exchanges of views and creating 
detailed profiles of users.8 

 
This development means that tech giants have an unprecedented opportunity to 
impact human rights and democratic processes for millions of people, while 
acting beyond democratic control. The companies' control of digital platforms 
and services also means that states must go through tech giants when they want 
to control content on the internet, for example when states want unlawful 
expressions to be removed. 
 
This special position in society is referred to as a "gatekeeper".9 Due to their 

special position on the market, the companies exert considerable control over 
access to a key resource for society. A gatekeeper position raises questions about 
the legal and/or social obligations of the companies in society due to their 
market position, status and/or influence on democracy.10 For example, one 
important aspect is whether the user has other similar options to participate in 
the public debate. 
 
It has been emphasised that tech giants possess a new type of power in terms of 
communicating news, enabling democratic processes and collective action as 
well as information search and communicating views, including opinions that 
dissent from those in power.11 

 

It has been said that the platforms and services of tech giants have become 
fundamental to the modern world and to how people interact with each other.12 

 
This dominant role in society makes it essential to ensure that the rights of 
individuals are protected on the platforms on which the rights play out. This 
report shows that this is not the case today. 
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 Human  

HUMAN RIGHTS PROTECTION 

Human rights bind the states that have signed the international conventions, 
whereas companies are not obligated directly by human rights law, because they 

are private actors. 
 
A state is obligated to protect the individual against violations from companies 
(this is referred to as positive obligation). The scope of a state's positive 
obligations depends on the specific circumstances (see section 4.2.1 below). If a 
state chooses to regulate the conduct of companies, the companies must comply 
with the regulations laid down, and in doing so they indirectly become subject to 
human rights law. 
 
EU law can bind private actors directly to comply with certain rights. For 
example, both private and public actors are obligated to protect personal data 
according to the General Data Protection Regulation (see section 4.3.1 below). 

 
The following provides an overview of the most important human rights sources 
to assess the conduct of tech giants. 

4.1 THE UN 

4.1.1 BINDING RULES 

 
The UN International Covenant on Civil and Political Rights protects the 
freedom of expression and information (Article 19) and the right to respect for 
private life (Article 17). The provisions obligate states to respect these rights. 
However, the provisions are not aimed at private companies, and tech giants are 
therefore not covered. 

 
The right to privacy is closely linked to other freedoms such as freedom of 
expression, and the full effects of both these rights are mutually entwined.13 

 
A state can interfere with freedom of expression and information as well as the 
right to respect for private life. For an interference to be compatible with human 

CHAPTER 4 
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rights law, it must be prescribed by law, pursue a legitimate aim and be 
necessary (including proportionality). A state can thus regulate freedom of 
expression and interference with private life. 
 
The Danish Institute for Human Rights has prepared an overview of human rights 

protection of private life and data protection here. See also section 4.2.1 for a 
more detailed review of the two rights. 
 
In special cases, the state has a human rights obligation to curtail freedom of 
expression and criminalise expressions in order to prevent violence, hatred and 
assault. It therefore follows from Article 20(2) of the Covenant that any advocacy 
of national, racial or religious hatred that constitutes incitement to 
discrimination, hostility or violence must be prohibited by law. According to 
Article 26, the state is also obligated to guarantee to all people an effective 
protection against discrimination. As part of this protection, many states have 
adopted legislation targeted at hate speech. 
 
According to Articles 4 and 5 of the UN International Convention on the 

Elimination of All Forms of Racial Discrimination, states are also committed to 
taking measures to combat any incitement to, or acts of, racial discrimination. 
States must declare as an offence punishable by law all dissemination of ideas 
based on racial superiority or hatred, incitement to racial discrimination, as well 
as all acts of violence or incitement to such acts against any persons of another 
ethnic origin. 
 
The relationship between Articles 19 and 20 of the International Covenant on 
Civil and Political Rights and Article 4 of the International Convention on the 
Elimination of All Forms of Racial Discrimination was most recently addressed by 
the UN Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression, who stressed that the two types of rights 

require interpretation and specific guidance.14 

 
The Committee on the Elimination of Racial Discrimination has stated that 
criminalisation of racist expression according to Article 4 should be reserved for 
serious cases.15 

 

https://menneskeret.dk/sites/menneskeret.dk/files/media/dokumenter/udgivelser/faktaark_qa/faktaark_om_databeskyttelse_og_retten_til_privatliv.pdf
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See also the Danish Institute for Human Rights report on hate speech in the 
public debate, which contains a review of human rights regulation of hate 
speech. The report is available here. 

4.1.2 GUIDELINES AND RECOMMENDATIONS  

In 2011, the UN adopted a set of Guiding Principles on Business and Human 
Rights that include state obligations as well as corporate responsibility.16 The 
Guiding Principles are not binding but assume that companies themselves will 
take steps to organise their business so that they respect human rights. 
 
The Guiding Principles represent a global standard of expected conduct for all 
companies. Among other things, companies are expected to demonstrate human 
rights due diligence as an integrated part of their business, and to carry out 
human rights impact assessments.17 

 
 

FACEBOOK IN MYANMAR 
An example of a human rights impact assessment is the Facebook 
assessment of Myanmar and the role of Facebook in the spread of hate 
speech.18 In 2014, Facebook expanded to Myanmar, and over three years 
the number of Facebook users grew from 2 to 30 million.19 In parallel, 
the conflict between the Rohingya minority and the Myanmar military 
escalated, and this led to extensive ethnic cleansing of the Rohingya. 
According to a UN report, Facebook was a useful instrument for those 
seeking to spread hate in the country.20 Messages and comments which 
should have been removed according to Facebook's own guidelines were 
in many cases not removed, partly because Facebook did not have 
enough employees who knew the Myanmar language. 

 
 
In 2012, the UN established for the first time that human rights should apply 
online as well as offline. Since then the relationship between technology and 
human rights has been addressed in several non-binding standards and 
recommendations. 

https://menneskeret.dk/sites/menneskeret.dk/files/media/dokumenter/udgivelser/ligebehandling_2017/rapport_om_hadefulde_ytringer_2._oplag_2017.pdf
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For an overview of the UN standards for the area, see the Danish Institute for 
Human Rights fact sheet here. 
 
In recent years, several UN special rapporteurs have focused on the conduct of 

tech giants. 
 
In a report from 2018, the UN Special Rapporteur on the Promotion and 
Protection of the Right to Freedom of Opinion and Expression identified two key 
challenges with regard to regulation of content on social media etc. The first 
challenge is that states are increasingly adopting legislation that restricts 
people's freedom of expression on digital platforms, including by putting 
pressure on companies to restrict certain types of content. The other challenge is 
that content regulation by companies lacks transparency and consistency. With 
regard to the latter, the Special Rapporteur takes outset in the UN Guiding 
Principles on Business and Human Rights.21 

 
The UN Special Rapporteur on the Right to Privacy also stressed the human rights 

challenges of the digital era on the basis of the UN Guiding Principles. Among 
other things, the Rapporteur recommends that companies should fully adopt the 
UN Guiding Principles in their business, ensure a high level of security and 
confidentiality in people's communication, and ensure the greatest possible 
transparency in the internal policies and practices that implicate the right to 
privacy of users.22 

4.2 THE COUNCIL OF EUROPE AND THE EUROPEAN COURT OF 
HUMAN RIGHT 

4.2.1 BINDING RULES 

(Article 10) and the right to respect for private life (Article 8). As mentioned in 

section 4.1.1, restrictions on freedom of expression and private life must be 
prescribed by law, pursue a legitimate aim and be necessary (including 
proportionality). 
 

https://menneskeret.dk/sites/menneskeret.dk/files/media/dokumenter/udgivelser/faktaark_qa/faktaark_om_fn_menneskerettigheder_og_teknologi_-_dansk_version.pdf
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Article 13 of the Convention entails that everyone whose rights are violated must 
have an effective remedy before a national authority, notwithstanding that the 
violation has been committed by the state or private individuals. 
 
The Council of Europe Convention on Cybercrime from 2001 and the Additional 

Protocol from 2003 govern hate speech motivated by racism and xenophobia. 
 
The Additional Protocol requires member states to criminalise online expressions 
of a racist or xenophobic nature. 

4.2.1.1 Freedom of expression and information  
Freedom of expression and information includes freedom to hold and express 
opinions as well as to seek, receive, impart and access information. Freedom of 
expression not only covers words, but also images and sound. 
 
The European Court of Human Rights has not explicitly considered the 
significance of tech giants for freedom of expression (or other human rights). 
However, the Court has stated more generally that access to the internet plays a 

major role for public access to information, debate, news and the dissemination 
of information otherwise.23 

 
In Delfi AS v. Estonia, the European Court of Human Rights decided for the first 
time on a platform's responsibility to remove illegal content. The case dealt with 
hate speech on a news portal (Delfi), and whether Delfi had removed a 
defamatory comment quickly enough. The Court assessed that Delfi had failed to 
act expeditiously to remove the illegal content after they had become aware of 
this, and that imposing on Delfi a responsibility to act expeditiously was not a 
violation of the freedom of expression. The Court stressed in its decision that 
Delfi had a commercial interest in sharing content generated by users, and that 
Delfi was the largest news platform in Estonia and not a social medium.24 A closer 

examination of the ruling is available in the Danish Institute for Human Rights EU 
study on ICT and human rights (FRAME) here. 
 
In its practice, the European Court of Human Rights has stated that a state's 
obligation to respect Article 10 also includes certain positive obligations. The 
scope of a state's positive obligations involves an assessment of the kind of rights 

https://www.humanrights.dk/publications/frame-ict-human-rights
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of expression at stake, their capability to contribute to public debates, the nature 
and scope of restrictions on the rights, alternative venues for expression, and the 
impact of the expressions on other rights.25 

Restrictions on freedom of expression  

In some cases, the protection in Article 8 and Article 10 may conflict. This may be 
in connection with balancing the two rights in relation to images, expressions, or 
information concerning private matters. In this regard, the Court has ruled that 
states have a broad margin of appreciation in enforcing the two rights when they 
conflict with each other.26 In some cases, protection of private life according to 
Article 8 can lead to restrictions on the right to freedom of expression according 
to Article 10. 
 
For instance, regarding Article 8, the Court has pointed out that a state's positive 
obligation entails that the state launch investigations following reasonably 
justified allegations of violation.27 Among other things, this duty entails that the 
state ensure effective remedies to allow identification and prosecution of people 
who violate others on the internet.28 

 
According to Article 8, the state also has a positive obligation to protect the 
individual against degrading and insulting expressions about a group of persons 
on grounds such as race, religion or sexual orientation.29 

 
Abusive or offensive expressions intended to undermine the purpose of the 
Convention will not be protected by the Convention according to Article 17 on 
abuse of rights. For example, Article 17 is used for expressions that incite or 
encourage terrorism, hatred, killings or crimes against the sovereignty and 
security of the state.30 

4.2.1.2 Privacy and personal data  

The right to respect for private life stipulates that no one may be subjected to 
arbitrary interference with his privacy, family, home or correspondence. This 
right to privacy also includes certain information (personal data) on the 
individual.31 Everyone has the right to the protection of the law against such 
interference. 
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The European Court of Human Rights has established that the protection of 
personal data also entails a right to self-determination with regard to own 
personal data: 
 

"The protection of personal data is of fundamental importance to a 

person's enjoyment of his or her right to respect for private and family life 

[...]. Article 8 of the Convention thus provides for the right to a form of 

informational self-determination, allowing individuals to rely on their 

right to privacy as regards data which, albeit neutral, are collected, 

processed and disseminated collectively and in such a form or manner 

that their Article 8 rights may be engaged."32 

 

In addition, the Court has stated that use of information for purposes other than 
those for which the information was originally obtained is restricted by the 
protection in Article 8.33 

 
Moreover, the Court has stated that the fact that subsequent use of the 
information may be legal does not at all exempt from the requirement of legal 

authority to collect the information. The Court made a statement about this in a 
case regarding video recorded by the police without legal authority. The 
recordings were subsequently used during a trial. In this regard, the Court stated 
that: 
 

"Issues relating to the fairness of the use of the evidence in the trial must 

[...] be distinguished from the question of lawfulness of the interference 

with private life and are relevant rather to Article 6 than to Article 8."34 

 
The question about authorities' access to information on the internet, including 
mass surveillance, is currently being examined in two pending cases by the 
Court's Grand Chamber.35 

 
In addition to Article 8 of the European Convention on Human Rights, the Council 
of Europe Convention for the Protection of Individuals with regard to Automatic 
Processing of Personal Data (1981) and the amending Protocol (2018) apply, 
ensuring the right to privacy in connection with processing of personal data.36 
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4.2.2 GUIDELINES AND RECOMMENDATIONS 

The Council of Europe has adopted a series of declarations and 
recommendations on the relationship between technology and human rights, 
including with regard to social media, search engines, artificial intelligence, 
algorithms, Big Data, surveillance and the rights of internet users. These 

standards are normative, but not legally binding. 
 
Among other things, in its recommendation regarding freedom of expression and 
internet filters, the Committee of Ministers of the Council of Europe states that 
member states are obligated to ensure freedom of expression in their regulation 
of the use of internet filters.37 Similarly, in 2016 the Committee of Ministers 
adopted the first recommendation regarding human rights and business, which 
builds on the UN Guiding Principles and encourages member states of the 
Council of Europe to enhance national implementation of these principles.38 

 
The Parliamentary Assembly of the Council of Europe has also adopted a number 
of standards concerning technology and human rights, including Resolution 1843 
(2011) on the protection of privacy and personal data on the internet and online 

media39 and Resolution 2311 on human rights and business.40 

 
The Danish Institute for Human Rights has drawn up a fact sheet of the standards 
of the Council of Europe within human rights and technology. The fact sheet is 
available here.41 

4.3 THE EU 

4.3.1 BINDING RULES  

The Charter of Fundamental Rights of the European Union protects freedom of 
expression and information (Article 11) and the right to respect for private life 
(Article 7) as well as processing of personal data (Article 8).42 

 
Article 47 of the Charter states that everyone whose rights and freedoms are 
violated has the right to an effective remedy before a tribunal. 

https://menneskeret.dk/sites/menneskeret.dk/files/media/dokumenter/faktaark_om_europaraadet_menneskerettigheder_og_teknologi.pdf
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4.3.1.1 Freedom of expression and information  
Like the UN International Covenant on Civil and Political Rights and the European 
Convention on Human Rights, Article 11 of the Charter regarding freedom of 
expression only binds states, and this is clear from the wording of the provision. 
 

On the other hand, there are binding rules in the EU that obligate private actors 
to remove illegal content from their platforms and these rules can constitute 
interference with the freedom of expression and information. This is because, 
in these situations, companies act on the basis of an obligation laid down by the 
member states or the EU. 
 
It follows from the Directive on electronic commerce,43 that providers of digital 
services are in principle exempted from liability for the content they disseminate, 
but that they are obligated to remove illegal content when they obtain 
knowledge or awareness of it (Article 14). If the company fails to do so, it may be 
held liable for complicity in the illegal activity. This special form of "duty to act" is 
referred to as the notice and takedown principle.44 

 

Moreover, Article 15 of the Directive states that member states must not impose 
a general obligation on companies to monitor the content on their services and 
platforms. Thus, the relationship between restrictions on freedom of 
expression and monitoring is explicit in the Directive on electronic commerce. 
 
Section 5.2 below addresses filtering and review of content on the internet by 
companies in relation to privacy. 
 
For a more detailed description of the impact of the Directive on electronic 
commerce on social media practice, see the Danish Institute for Human Rights 
report on democratic participation on Facebook. Among other things, the report 
concludes that there is a need to specify social media's "duty to act" according to 

the Directive on electronic commerce as well as effective enforcement of social 
media's complicity liability if they fail to remove illegal content in due time. The 
report is available here. 
 
The Directive on electronic commerce is currently being revised by the EU, and 
the scene has been set for a wide-ranging reform of the liability of platforms.45 

https://menneskeret.dk/sites/menneskeret.dk/files/04_april_19/Rapport%20om%20demokratisk%20deltagelse.pdf
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Obligations to remove content aimed at platforms and other private actors on 
the internet also follow from other EU law, including: the Directive on Combating 
the Sexual Abuse and Sexual Exploitation of Children and Child Pornography46, 
the Directive on Copyright and Related Rights in the Digital Single Market47, and 

the amending Directive on Audiovisual Media Services.48 See the Danish Institute 
for Human Rights consultation response on the amending Directive and its 
Danish implementation here. 
 
Most recently, the EU is negotiating a regulation to prevent the dissemination of 
terrorist content online, which contains a number of obligations for companies 
to remove illegal content. The Danish Institute for Human Rights has taken a 
position on previous versions of the draft regulation here and here. 
 
The European Court of Justice has looked closer at the obligations of digital 
platforms and services in a number of judgments. 
 
In SABAM v. Scarlet Extended49, the Court ruled on the issue of use of content 

filtering to prevent infringement of intellectual property rights.50 The Court 
found that companies may not be required to use a content filter, as this 
corresponds to temporally unlimited monitoring of all information on users. Such 
general monitoring conflicts with Article 15 of the Directive on electronic 
commerce. The Court stressed that the use of filters can infringe on the 
protection of personal data in Article 8 of the Charter and the freedom to 
receive and impart information in Article 11 of the Charter.51 

 
Most recently, the European Court of Justice decided in Glawischnig-Piesczek v. 
Facebook Ireland Limited that Article 15 of the Directive on electronic commerce 
does not prevent a member state from ordering Facebook to remove illegal 
content. This also includes "information with an equivalent meaning", previously 

declared to be illegal. However, the Court stressed that the order must not 
require Facebook to carry out "an independent assessment" of the content.53 
The Court did not specify what constitutes an "independent assessment", but 
stated that the platform must use "automated search tools and technologies".54 
The judgment provides no answer as to how quickly and effectively Facebook or 
other platforms must remove illegal user-generated content. 

https://menneskeret.dk/hoeringssvar/gennemfoerelse-avms-direktivet
https://menneskeret.dk/sites/menneskeret.dk/files/11_november_18/21-11-2018_hoering_over_udkast_til_forordning.pdf
https://menneskeret.dk/udgivelser/naar-digitale-platforme-begraense-ytringsfriheden
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Use of automated methods (content filters etc.) raises some important human 
rights issues dealt with in more detail in section 5.1.2 below. The Court did not 
consider these issues in its judgment. 

4.3.1.2 Privacy and personal data  
The right to respect for private life is protected in Article 7 of the Charter. The 
Charter also explicitly protects personal data in Article 8. 
 
Within EU law, certain human rights have a direct impact between private 
individuals. For example, this applies to the right to data protection 
implemented in the General Data Protection Regulation.55 
 
Articles 6 and 9 regulate processing of personal data by both public and private 
actors. In the case of collection of information about individuals by the 
platforms, the clear basis is that consent must be given to companies before 
they can collect and use personal data. Personal data is to be understood in a 
broad sense as any information that can be related to a person, see Article 4.56 

 
The Regulation builds on a number of key principles for protection of personal 
data, including in particular: the principle of lawfulness, fairness and 
transparency in connection with processing of personal data, see Article 5(1)a of 
the Regulation, purpose limitation (Article 5(1)b), according to which personal 
data may not be used for purposes that are incompatible with the purposes for 
which it was collected, as well as the principle of data minimisation (Article 
5(1)c), according to which no more personal data than is strictly necessary must 
be collected. 
 
The Regulation also grants individuals a set of rights in relation to the company, 
including in particular: the right of access and right to object in connection with 

collected personal data, for example, the right to object to disclosure of data for 
marketing purposes (Article 21(2)), the right to rectification of data (Article 16), 
the right to erasure of data, also referred to as the right to be forgotten (Article 
17) as well as the right to data portability (Article 20). 
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The General Data Protection Regulation entered into force in May 2018. Its 
future interpretation, including in relation to collection and use of personal data 
by companies, will be stipulated by the European Court of Justice as cases are 
ruled in the area. In Denmark, the Regulation is supplemented by the Data 
Protection Act.57 

 
In addition to the General Data Protection Regulation, the Directive concerning 
data protection within electronic communications (the eData Protection 
Directive, also referred to as the ePrivacy Directive)58 also applies. Among other 
things, this directive regulates storage of traffic data for electronic 
communication. The e-Data Protection Directive is currently being revised and is 
expected to be replaced by a regulation to modernise the rules and to adapt and 
add these rules to the General Data Protection Regulation and bring them in line 
with the digital reality, including by increasing regulation of tech giant 
communication services.59 
 
The current e-Data Protection Directive is key in the legal practice of logging 
developed by the European Court of Justice.60 

 
The Directive was also applied by the European Court of Justice in Planet4961 
with regard to the duty of companies to obtain active consent to store cookies. 
 
A number of the fundamental principles and rules in the General Data Protection 
Regulation and the e-Data Protection Directive have long been the applicable law 
in the EU, and the Court has had reason to develop them and relate to them. 
 
In its legal practice, the European Court of Justice has looked at the right to be 
forgotten (by having links to websites with personal data removed from Google's 
search index) in relation to the protection of freedom of expression. 
 

In Google Spain62, the Court found that, under certain conditions, an EU citizen is 
entitled to have links to websites removed that contain information relating to 
that person which is no longer relevant (the right to be forgotten). Among other 
things, the Court emphasised that search engines enable interconnection of 
information, by which a more or less detailed profile can be established of the 
person.63 The Court established that a search engine may be obligated to remove 



 

 

23 

 

links from its search index, even when these links refer to websites on which this 
information is lawful.64 

 
Most recently, in CNIL v. Google65, the European Court of Justice stated that the 
previous ruling does not entail an obligation for Google to remove links for 

citizens outside the EU. The Court of Justice emphasised that the right to 
protection of personal data is not an absolute right, but it must be balanced 
against other fundamental rights. The balance between the right to respect for 
private life and the protection of personal data and the freedom of information 
will in practice vary significantly around the world.66 Also within the EU, it is 
possible that a specific balancing of the two rights could lead to varying results 
from one country to another.67 

 
In other cases, the European Court of Justice has considered the question of 
jurisdiction, which can create specific difficulties in relation to tech giants that 
are often established outside the EU. 
 
In Wirtschaftsakademie68, the Court found that Facebook's office in Germany 

was covered by the jurisdiction of the German data protection authority, even 
though the office was only responsible for selling advertising space. In this 
specific case, the Court assessed that Facebook Germany was the data controller 
together with a German company that had set up a fan page on Facebook. As 
Facebook collected information from the fan page for targeted advertising aimed 
at German citizens, the German data protection authority could set 
requirements for the processing of personal data.69 

 
The European Court of Justice has also examined sharing of personal data to 
foreign authorities via Facebook. 
 
One of the most significant judgments in this area is Maximillian Schrems,70 

which is about the so-called “safe harbour agreement”71 between the European 
Commission and the US. According to the agreement, personal data on EU 
citizens could be disclosed to other countries that had an "adequate level of 
protection" for the data. The case concerned Facebook's transfer of data on EU 
citizens to the US and resulted in the "safe harbour agreement" being overruled. 
The Court emphasised that the European Commission had limited discretion to 
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assess whether the US level of protection was adequate, and that they had to 
conduct a strict review of the requirements that followed from EU law regarding 
personal data and privacy before transfer to the US could be allowed.72 The 
Court did not find that the "safe harbour agreement" met these requirements 
and emphasised, among other things, that the scheme was superseded by US 

security requirements, and therefore personal data of EU citizens was not 
protected against interference from US authorities. Nor was there any effective 
judicial protection against such interference. 
 
The "safe harbour" scheme was subsequently replaced by the “privacy shield 
agreement”, the lawfulness of which is currently being reviewed by the European 
Court of Justice.73 

 
The Court has also addressed who should be considered the data controller 
when data is collected and shared between several companies for commercial 
purposes. 
 
The case of Fashion ID74 concerned a company's use of the Facebook "Like" 

button on its website. Use of the button meant that data on users of Fashion ID's 
website was shared with Facebook. The Court concluded that Fashion ID and 
Facebook were jointly responsible for the personal data.75 With regard to 
requirements for consent and duty to inform in relation to the user, Fashion ID 
and not Facebook had to ensure compliance with rules, as requirements for 
consent and information must be fulfilled prior to the collection of personal 
data.76 In this case, the European Court of Justice found that a pre-ticked field 
does not constitute valid consent, as this requires active action from the user. 

4.3.2 GUIDELINES AND RECOMMENDATIONS 

A number of guidelines and recommendations concerning tech giants have also 
been adopted within the EU. 

 
Some of the most important examples include the Code of Conduct between the 
European Commission and Facebook, Microsoft, Twitter and YouTube on 
countering hate speech77 as well as ongoing work regarding the responsibilities 
and duties of digital platforms.78 

 



 

 

25 

 

In this connection, the Commission Recommendation on measures to effectively 
tackle illegal content online is key, as it elaborates on some of the initiatives that 
the European Commission urges the companies to launch in order to tackle 
illegal content.79 

 

For a more detailed description of issues regarding EU law linked to regulation of 
content and freedom of expression, see the Danish Institute for Human Rights EU 
study on ICT and human rights (FRAME) here. 
 
See also the institute's factsheet on content filters and the platforms' regulation 
of freedom of expression here. 
 
Within protection of privacy and personal data, a number of statements from the 
former Article 29 Working Party and the current European Data Protection Board 
contribute to interpretation of the scope of the protection. 

4.4 DANISH LAW 
Protection of freedom of expression follows from section 77 of the 

Constitutional Act of Denmark and is directed towards the state. 
 
The issue of social media and freedom of expression has also been examined by 
the Freedom of Expression Commission set up by the Danish Ministry of Justice, 
and the Commission's report was published in April 2020.80 The Danish 
government has expressed that it awaits the Commission's analysis before 
introducing any Danish regulation in the area.81 

 
Danish rules on criminal and tort liability for complicity may mean that providers 
of digital platforms and services can be held liable for illegal content online. 
 
Within criminal law, this may be liability for complicity for digital sexual 

offences,82 defamation according to the Danish Penal Code or violations of the 
section on racism in the Danish Penal Code. 
 
The Danish Institute for Human Rights has previously stressed a need to clarify 
the frameworks for liability for complicity, for example how quickly a platform is 
expected to react. 

https://www.humanrights.dk/publications/frame-ict-human-rights
https://menneskeret.dk/udgivelser/naar-digitale-platforme-begraense-ytringsfriheden
https://menneskeret.dk/sites/menneskeret.dk/files/04_april_19/Rapport%20om%20demokratisk%20deltagelse.pdf
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With regard to protection of personal data, in Denmark the General Data 
Protection Regulation is supplemented by the Data Protection Act, and the 
Danish Data Protection Agency monitors both sets of regulations and issues 
guidelines etc. for the area. 
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TECH GIANTS AND HUMAN RIGHTS 
CHALLENGES 

5.1 FREEDOM OF EXPRESSION AND INFORMATION 

5.1.1 LEGAL CONTENT, ILLEGAL CONTENT AND GREY AREAS 

In order to understand the impact of companies on people's freedom of 
expression and information, it is important to distinguish between legal and 
illegal content. 
 
Freedom of expression is not an absolute right, but its limits are defined in laws 
to prevent arbitrary interference. In brief, this means that expressions that are 
not prohibited by law are allowed. Furthermore, the legal basis is that anyone 
who makes an expression is responsible for this expression. 
 

At the same time, a state must ensure compliance with other human rights 
obligations, such as Article 8 of the European Convention on Human Rights, 
Article 20(2) of the International Covenant on Civil and Political Rights and Article 
4 of the International Convention on the Elimination of All Forms of Racial 
Discrimination. Therein lies a need for quick reaction when illegal content is 
identified, so that the content is not available and is not shared any further. 
 
When companies remove illegal content according to a specific order from a 
state, the state must ensure that freedom of expression is not violated. In such 
situations, the company will enforce the order from the state, and the human 
rights responsibility is clear. 
 
However, if this is not a specific order, but rather a general obligation pursuant 

to legislation, the situation is moving towards a grey area in terms of the 
responsibility of the state. 
 
For example, companies are subject to a notice and takedown obligation 
according to the Directive on electronic commerce. This could be referred to as a 
general obligation pursuant to legislation. 

CHAPTER 5 CHAPTER 5 
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If there are no general obligations in legislation to remove content, but rather 
requests or recommendations from the state to companies, the question of the 
human rights responsibility is even more unclear: is the state still responsible for 
ensuring that freedom of expression is not violated in situations in which the 

company removes content? 
 
This also applies when a state enters into voluntary agreements with the 
platforms or issues non-binding guidelines on regulation of content. 
 
There are also situations in which companies' own terms and conditions in 
practice lead to the removal of large quantities of legal content. All the large 
platforms have their own terms and conditions stipulating which topics can be 
debated, regardless of whether the content is legal. Moreover, companies select 
which content the user is presented with or can access. Regulation of legal 
content by platforms is based on the standards for acceptable expressions and 
good conduct defined by the individual platform. These are commercially 
defined restrictions as opposed to restrictions based on human rights standards 

for freedom of expression. 
 

 
 
The many grey areas mean that tech giants operate without clear legal rules, and 

this is particularly problematic in terms of their massive impact on society and 
democracy. Because the grey areas are not legally clear, there is a risk that 
companies remove legal content to be "on the safe side". The risk of over-
regulation has led to recommendations that a state should always impose 
obligations on companies through legislation.83 
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5.1.1.1 Legal basis requirement  
Human rights law imposes requirements on states stipulating that interference 
with freedom of expression must be warranted. This requirement sets certain 
conditions for the legal basis, as a legal basis must be defined with sufficient 
clarity and precision, and it must be available to citizens. The objective is for 

people to be able to adjust their conduct and be able to predict the 
consequences of any action or expression.84 

 
The human rights legal basis requirement is challenged by the grey areas above 
(section 5.1.1). For example, the legal basis requirement is unlikely to be met by 
voluntary agreements between the state and the platforms.85 Moreover, the 
legal basis requirement will raise questions about how precise a general 
obligation on notice and takedown is to be to meet the requirement. 

5.1.1.2 GNI 
For many years, tech giants have focused on requests from states to remove 
content and/or provide data on their users. In 2008, the tech giants set up their 
own industry network, the Global Network Initiative (GNI), which has developed 

guidelines for how companies can respect the freedom of expression and privacy 
rights of their users when dealing with requests from states. As part of this work, 
many companies publish annual transparency reports, in which they document 
the number of requests from states they have received and granted. However, 
there are no statutory requirements for these transparency reports, and 
coordination of companies' removal of content via GNI has been criticised for 
lacking transparency.86 

 
The current practice of tech giants is mainly such that state requests (concerning 
illegal content) are dealt with on the basis of human rights standards for legal 
authority, legitimate aim and necessity (including proportionality), whereas 
companies' own processes (concerning legal content) – for example their 

enforcement of so-called community standards – are not considered a human 
rights issue.87 

 
All this leads to three unclarified issues for the protection of freedom of 
expression: 
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1. How far-reaching should the state's responsibility to ensure freedom of 
expression be in the grey areas between specific orders to remove illegal 
content and companies' removal of legal content according to their own 
terms and conditions? 
 

2. Should tech giants be ordered to protect the freedom of expression in 
their terms and conditions when removing legal content, and if so, how 
far should their responsibilities extend? 

 
3. Should the state, as part of its positive obligation to ensure the freedom 

of expression, regulate the practice of tech giants regarding legal 
content? 

 
Questions 1 is about the state's responsibility regarding all digital platforms and 
services, etc., and not only tech giants. However, the size and market dominance 
of the company as well as its importance to society and democracy will affect the 
consequences of the interference. 
 

Determining whether the content is illegal will often be a complex legal 
assessment which may include many conflicting concerns. The assessment may 
also depend on the context: for example, content may be perceived as 
invitations to commit illegal activities in one context and serve a journalistic 
purpose in another. 
 
The UN Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression has stressed that the complex legal 
assessment of illegal content should not be delegated to companies and in this 
context has stated that: 
 

"Complex questions of fact and law should generally be adjudicated by 

public institutions, not private actors whose current processes may be 

inconsistent with due process standards and whose motives are 

principally economic."88 
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In this context, it is key to distinguish between the independent assessment of 
whether the content is illegal on the one hand, and removal of content 
(enforcement) on the other. 
 

 
 
The mere enforcement corresponds to companies removing content following 
an order (or as appropriate under a general obligation). The enforcement case is 
best illustrated in the judgment by the European Court of Justice in Glawischnig-
Piesczek v. Facebook Ireland Limited,89 in which the Court found that a state can 
require Facebook to remove content which was previously declared to be illegal, 
or if the content "is equivalent to" content which was previously declared to be 
illegal. However, the Court stressed that the order must not require Facebook to 

carry out "an independent assessment" of the content.90 
 
A state's specific requests or general obligations for companies to remove illegal 
content is not in itself incompatible with human rights law. However, there may 
be requirements for how enforcement is to take place, for example how quickly 
companies should react when they become aware of illegal content.91 
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It is more unclear which conditions must be met when companies are to carry 
out an independent assessment of whether the content is illegal – as this 
assessment affects freedom of expression. As mentioned above, the UN Special 
Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion 
and Expression recommends that such decisions are not delegated to private 

companies. 
 
When tech giants in practice are expected to assess large quantities of content in 
order to remove illegal content (either on the basis of a general obligation, a 
request or a recommendation, or on the basis of a voluntary agreement), there is 
a risk of over-regulation92, as companies would rather remove too much than too 
little content in order not to be held responsible and because they are rarely 
required to justify their decisions to users. In practice such over-regulation can 
lead to restrictions on freedom of expression where legal content is removed.93 

 
Delegating assessment to companies should therefore, as a minimum, require 
that a state supervise that the assessment is in accordance with human rights 
law. 

 
Both over-regulation of content and massive data collection (see section 5.2) can 
lead to a chilling effect on freedom of expression and information. In its practice 
regarding freedom of expression, the European Court of Human Rights stresses 
that a state's interference with freedom of expression will not have a chilling 
effect on lawful expressions.94 

 
Overall, there is a risk that the state will set aside its responsibility for 
compliance with freedom of expression (and other human rights) by delegating 
its responsibility to private companies.95 

 
Concerns over having private actors assess whether content is illegal are 

increasingly relevant when the assessment is conducted via automated content 
filters and without subsequent human control, see section 5.2.1 on content 
filters. 
 
Questions 2 and 3 are about the responsibility of companies and the state, 
respectively, when companies significantly impact society (tech giants). As 
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opposed to question 1, focus here is on the practice of companies regarding legal 
content. 
 
Considering the important role that tech giants play for freedom of expression, 
several experts have recommended that human rights protection be adapted to 

the digital era by committing tech giants to comply with human rights. For 
example, today companies are not required to protect freedom of expression but 
can – based on their own terms and conditions – freely remove legal content. 
 
One problem with leaving removal of legal content on the internet unregulated 
is that, in practice, companies play a central role for users' possibilities to enjoy 
their freedom of expression and information. Tech giants control the platforms, 
on which public debate takes place, and at the same time – based on their own 
terms and conditions – they are free to remove people as users of the platform 
and specific content. 
 
In this connection, the Council of Europe has stated: 

 

"(...) private entities can impose (and be 'encouraged' to impose) 

restrictions on access to information without being subject to the 

constitutional or international law constraints that apply to state 

limitations of the right to freedom of expression."96 

 
The Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression has stated that regulation of content should 
be based on human rights standards (A/74/486, point 42): 
 

"When company rules differ from international standards, the companies 

should give a reasoned explanation of the policy difference in advance, in 

a way that articulates the variation. For example, were a company to 

decide to prohibit the use of a derogatory term to refer to a national, 

racial or religious group – which, on its own, would not be subject to 

restriction under human rights law – it should clarify its decision in 

accordance with human rights law." 
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Parts of the literature argue that – due to their significant role in society – tech 
giants should have a legal obligation to ensure freedom of expression on their 
platforms.97 

 
Others – such as the UN Special Rapporteur on the Promotion and Protection of 

the Right to Freedom of Opinion and Expression – have stated that the platforms 
should recognise that human rights are the global guidelines according to which 
they should organise their business. Specifically, the Special Rapporteur has 
recommended that the UN Guiding Principles on Business and Human Rights be 
used as a starting point, according to which companies should ensure that all 
parts of their business respect human rights. In this connection, companies 
should conduct regular human rights impact assessments and prevent the 
human rights risks that may be identified in such assessments. Furthermore, the 
Rapporteur recommended that companies operate on the basis of the principle 
of transparency and accountability.98 

 
As regards a state's possible positive obligations in relation to content 
regulation by tech giants of legal content (question 3), it has been stated that 

states should generally organise regulation of tech giants such that the 
protection of freedom of expression is ensured in the best possible way, for 
example by imposing requirements for increased transparency in content 
regulation by companies.99 

5.1.2 CHALLENGES IN ACCESS TO EFFECTIVE REMEDIES 

In addition to grey areas in the substantial protection of freedom of expression, 
it is also difficult for users to gain access to procedural protection. Such 
protection follows from Article 13 of the European Convention on Human Rights 
and Article 47 of the Charter of Fundamental Rights of the European Union on 
the right to an effective remedy for everyone whose rights are violated. 
 

A state's obligation to ensure an effective remedy is also an essential element in 
the UN Guiding Principles on Business and Human Rights, which stresses that 
companies also have a (non-judicial) responsibility to provide effective grievance 
mechanisms linked to their products and services. 
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The individual user will often not be aware that content has been removed 
because it was considered illegal, or because the content conflicted with the 
terms and conditions of the platform (or it was in a grey area between the two). 
 
In situations where companies assess and remove content, the individual user 

does not have the same procedural right to challenge whether the content is 
protected under freedom of expression, as if the state itself had removed the 
content.100 If the content was removed via content filters without human 
control, it may be unclear for the companies themselves why the content was 
removed (see more about content filters in section 5.1.2. below). 
 
Added to this are situations in which companies delegate parts of the process to 
so-called "trusted notifiers".101 The EU defines "trusted notifiers" as individuals or 
organisations which are considered by the company to have particular expertise 
in assessing potentially illegal content.102 

 
The Danish Institute for Human Rights has previously recommended that an 
effective complaints system be ensured, which, as a minimum, entails that users 

are notified when their content is removed or blocked, they are informed about 
the basis for the decision, and given the opportunity to make objections within a 
reasonable period. 
  

https://menneskeret.dk/sites/menneskeret.dk/files/media/dokumenter/udgivelser/policy_briefs/faktaark_om_automatiske_indholdsfiltre_paa_digitale_platforme.pdf
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FACEBOOK OVERSIGHT BOARD 
Facebook has established an independent oversight board of 40 
members. The board is to serve as an "appeal body" in cases regarding 
removal of content and help ensure transparency in such cases. The 
board was established as part of Facebook's self-regulation and will 
settle principle cases on the basis of the terms and conditions of the 
platform, including balancing freedom of expression with other 
considerations and rights.103 

 
The board will only relate to content that has been removed and will not 
assess whether content still available on the platform should be 
removed. 
 
It has been argued that Facebook's oversight board could become one of 
the most powerful enforcement bodies for freedom of expression – with 
jurisdiction across many countries. The board has been criticised for 
resembling a private tribunal that is not linked to the state and therefore 
is not obligated by fundamental procedural rules similar to those of other 
quasi-judicial authorities.104 

 

5.1.3 RISKS OF USING AUTOMATED CONTENT FILTERS 

To a greater or lesser extent, tech giants use automated content filters for their 
content regulation. This applies to both illegal and legal content.105 

5.1.3.1 Automated content fi lters  
Automated content filters are algorithms which automatically identify and 

remove – or prevent upload of – content on the internet. Content filters are 
based on machine learning, in which a self-learning algorithm analyses large 
amounts of data on content to find correlations and patterns in the data. These 
correlations and patterns can be used by the content filter to classify new 
examples that should be either removed or permitted. 
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In some cases, the results of the filter will subsequently be reviewed by a human 
being who will decide whether the content should actually be removed. In other 
cases, there is no human control of the content filter. 
 
Algorithms cannot understand specific circumstances or contexts, even when 

these would be obvious to a human being. Therefore, even algorithmically 
sophisticated content filters developed on large high-quality datasets will always 
have limited sorting accuracy. This means that they will remove both too little 
and too much.106 

 
Moreover, a problem is that it is often impossible to see why and how the filter 
has made a "decision" to remove content. 
 
The UN Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression has stated that content filters pose specific 
human rights risks and that platforms should be aware of the limitations of 
automated solutions.107 

5.1.3.2 Upload  f i lters 
A noteworthy issue arises when automated upload filters or similar tools are 
used to block content or even prevent content from being uploaded to the 
platform. 
 
The UN Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression has stressed the challenges associated with 
this kind of "censorship", and has stated that, even if they are monitored by 
humans, such filters are unlikely to be compatible with freedom of expression 
because the interference involved is so severe that subsequent human control 
will not be able to compensate for it.108 

 

In light of this, the Danish Institute for Human Rights has previously 
recommended that upload filters not be used for content not previously 
assessed to be illegal when companies have taken "reasonable measures" to 
prevent illegal content or have otherwise complied with requirements to prevent 
illegal content. The institute has also recommended that assessment of whether 
content is illegal be made subject to regulatory supervision. 

https://menneskeret.dk/hoeringssvar/gennemfoerelse-avms-direktivet
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If, on the other hand, content has already been assessed to be illegal, upload 
filters may be used to prevent (re)upload of such content to the platform, and 
depending on the circumstances, the platform may be obligated to prevent such 
(re)upload. 

 
 

CHRISTCHURCH 
In 2019, there was a terrorist attack against the Al Noor Mosque in 
Christchurch, New Zealand. The attacker livestreamed the attack on his 
Facebook profile, and the video soon went viral on Facebook, YouTube, 
Twitter, Reddit and other platforms. Removing the video turned out to 
be a difficult task for the social media, because it was shared, 
downloaded and made available in different versions and sizes extremely 
quickly. The tech giants involved have since been criticised for not being 
effective enough in tracking down and removing the video, but also for 
allowing the video to find its way to the platforms in the first place.109 In 
this connection, automated techniques and search methods can be 
necessary.110 

 

5.1.3.3 Automated selection of content  
The tech giants also use algorithms to select which content is to be made 
available to individual users. The Special Rapporteur on the Promotion and 
Protection of the Right to Freedom of Opinion and Expression has stressed that 
use of artificial intelligence controls access to information in ways that are not 
transparent to the individual user, and sometimes not even to the platform itself. 
This may result in users being exposed to a limited range of important social or 

political stories, or not being exposed to such stories at all.111 

 
This issue is frequently referred to as filter bubbles or echo chambers, describing 
a situation where beliefs are reinforced by repetition. Ultimately, this can affect 
the freedom of information.112 
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FILTER BUBBLES AND ECHO CHAMBERS 
Filter bubbles and echo chambers refer to a situation in which an 
algorithm seeks out information and presents it to the user based on 
information about the user available to the service (e.g. location, past 
search history, previous posts, etc.). Consequently, without noticing, the 
user is nudged towards news and debates that confirm the user's own 
opinions.113 

 
 
The UN Special Rapporteur on the Promotion and Protection of the Right to 
Freedom of Opinion and Expression has stressed the following: 
 

"The intersection of technology and content curation raises novel 

questions about the types of coercion or inducement that may be 

considered an interference with the right to form an opinion."114 

 
The Committee of Ministers of the Council of Europe has also warned against the 
potential manipulation of algorithmic processes, including their impact on 
human rights.115 
 
It is unlikely that the tech giants will be required to completely abstain from 
using content filters, automated selection of content, etc., but minimum 
requirements for the use of such filters etc. could, and should, be imposed. 
 
In this connection, it is worth considering whether regulation of tech giants' use 
of content filters, automated selection of content, etc. is possible through 
substantive and continuous human control of the automated systems and their 

development. Such human control should entail an efficient complaint system 
(see above) and comprehensive transparency reports with formal requirements 
for information to be disclosed by the platforms.116 
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5.2 THE RIGHT TO RESPECT FOR PRIVATE LIFE  AND THE 
PROTECTION OF PERSONAL DATA 

5.2.1 SURVEILLANCE CAPITALISM 

The tech giants' business model is largely based on collection and use of as much 

information as possible about users. This information includes: 
 

1. data intentionally disclosed by users, and 
2. data unintentionally disclosed by users because the data can be derived 

from behaviour, search patterns, preferences, social networks, etc.117 
 
This business model is especially applicable for tech giants such as Facebook and 
Google, because user data constitutes the (only) payment by users for using the 
companies' services and platforms. However, the business model represents a 
market logic that goes far beyond the tech giants.118 

 
The market for trade in data also includes commercial actors such as data 
brokers collecting and selling data from various sources,119 and ad-tech firms 

offering specially designed analyses and tools for digital marketing.120 

 
The companies use the data collected to develop profiles of users, to predict 
their behaviour, to target marketing activities and to influence users in their 
purchases and opinions.121 

 
Extensive collection and use of personal data have been referred to as 
surveillance capitalism. 
 
Surveillance capitalism is characterised by companies collecting and generating 
data on all aspects of people's lives, including their experiences, preferences, 
social life, communication, consumption patterns, cultural and political activities, 

etc., and translating this data into products that can be sold. As part of this 
practice, surveillance capitalism has created new products and markets, based 
on the ability to predict and influence people's behaviour. 

 
This situation is referred to as ubiquitous surveillance123, because people are 
being surveilled in the digital as well as the physical world – and in the public as 
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well as the private sphere – via smartphones and the internet of things 
devices.124 

 
 

INTERNET OF THINGS (IOT) 
The IoT is a technology that connects objects to the internet, enabling 
them to continuously submit relevant information. New "intelligent 
things" are constantly entering the market, widening the scope for 
surveilling and communicating with people's homes and cars, or 
monitoring their physical activity and sleep patterns. Since the 
technology is based on extensive collection and processing of personal 
data, the technological development raises new data protection 
challenges. 

 
 

Comprehensive data collection by companies affects people's right to respect for 
private life and personal data. 
 
The right to respect for private life and the protection of personal data provide 
broad protection for people's activity online. Such protection not only applies to 
the actual content of an email, for example, but also to metadata that can be 
analysed, aggregated and combined with other data, and thereby reveal 
information about the behaviour, social situation, personal preferences and 
identity of an individual.125 

 
Construction of detailed profiles can be used for micro-targeting.126 One of the 
most well-known examples of micro-targeting is the Cambridge Analytica case, in 
which data collected via a Facebook app was used for voter targeting in the 

presidential election in the US. In October 2019, Facebook was fined GBP 
500,000 for breach of the British Data Protection Act in connection with the 
Cambridge Analytica case.127 
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CAMBRIDGE ANALYTICA 
Cambridge Analytica was a British consultancy firm that provided 
analyses and consultancy to companies and political stakeholders in 
connection with targeted advertising. In 2018, it was revealed that 
Cambridge Analytica had collected personal data from 87 million 
Facebook users in connection with the US presidential election in 2016. 
The data was used to move undecided voters in American swing states to 
vote for Donald Trump.128 

 
 
It has been argued that the tech giants' business model is fundamentally at odds 
with the human rights protection of privacy.129 

 
The UN Special Rapporteur on the Right to Privacy has stated that: 

 

"The tendency of Big Data to intrude into the lives of people by making 

their informational selves known in granular detail to those who collect 

and analyse their data trails is fundamentally at odds with the right to 

privacy and the principles endorsed to protect that right. Much of the 

economy of the modern Internet depends on harvesting complex data 

about potential customers in order to sell them things, a practice known 

as "Surveillance Capitalism". However, surveillance does not seem any 

more justifiable to data-driven efficiency than child-labour is to an 

industrial economy. It is only the most convenient and easiest way to 

exploit the information. It is not a fundamental right as is the right to 

privacy. Indeed, the data-driven economy would survive and prosper if 

minimal standards and improved technologies forced corporations and 

governments into a world in which ordinary people had much greater 

control over their own data."130 (Notes have been omitted) 

5.2.1.1 Lack of transparency  
Extensive collection and use of information about users by tech giants reflect a 
non-transparent system challenging the right to privacy. The UN Special 
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Rapporteur on the Right to Privacy has stressed that a massive amount of data is 
being shared between companies (and countries), and individual users have no 
insight into this.131 
 
The non-transparent interplay between the many actors on the market leads to a 

loss of rights which has been described as follows: 
 

"When using available software and services online, users are defaulted 

into bundles of relationships with first- and third-party service providers, 

which are collecting their information in ways that leave little room for 

real choice or escape."132 

 
Thus, the current market structure means that data on individuals is being 
shared and used by many actors that the individual does not know about. The 
non-transparent relationships between actors mean that people do not know to 
whom they should direct any complaints. 
 

 
 

5.2.1.2 Competition law as human rights protection  
As this is a relatively new market, the power of tech giants has also been 
examined in light of competition and consumer law133 and regulated through 
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protocols.134 Initiatives in these areas may have a positive effect on human rights 
challenges. 
 
For example, in a case concerning Facebook's strength on the market in terms of 
competition law, the German competition authorities pointed out that when 

access to personal data is crucial for a company's market strength (as is the case 
for Facebook), the issue of collecting and processing personal data is not merely 
a concern in terms of data protection law, but also a concern for competition 
law.135 Lack of transparency with regard to companies' use of personal data can 
lead to unjustified competitive advantages.136 As a result, it has been proposed 
that legislators work towards integrating competition law with the right to 
privacy and personal data, for example by competition authorities assessing 
privacy and personal data as a competitive parameter.137 

5.2.1.3 Increased risks due to automisation  
The challenges for human rights law are exacerbated by the increased use and 
reuse of data resulting from tools based on artificial intelligence. The UN Special 
Rapporteur on the Promotion and Protection of the Right to Freedom of Opinion 

and Expression stressed this in a recent report on artificial intelligence: 
 

"AI challenges traditional notions of consent, purpose and use limitation, 

transparency and accountability — the pillars upon which international 

data protection standards rest. Because AI systems work by exploiting 

existing datasets and creating new ones, the ability of individuals to know, 

understand and exercise control over how their data are used is deprived 

of practical meaning in the context of AI. Once data are repurposed in an 

AI system, they lose their original context, increasing the risk that data 

about individuals will become inaccurate or out of date and depriving 

individuals of the ability to rectify or delete the data."138 

 

Article 22 of the General Data Protection Regulation includes a ban against 
automated decisions that significantly affect the user. The ban applies to both 
public and private actors, but it remains unclear how "decisions" that 
"significantly affect" users is to be understood in terms of tech giants' collection 
and automated processing of personal data. 
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The Article 29 Working Party (now replaced by the European Data Protection 
Board) has stated that tech giants' marketing activities, which are often based on 
automated processing, are not considered to significantly affect the individual, 
and that consequently, they are not prohibited under Article 22. In some cases, 
however, the marketing activities may affect users significantly. This depends on 

1) the "depth" of the profiling, including whether it involves tracking across 
different websites, units and services; 2) people's own expectations and wishes 
for the service; 3) the form of advertising; and 4) whether knowledge about 
users' potential vulnerabilities is exploited in the marketing.139 

 
There is no Danish or EU practice on the scope of the provision and how it is to 
be interpreted in relation to tech giants' collection and processing of personal 
data. 

5.2.2 DATA PROTECTION CHALLENGES RELATED TO TECH GIANT 

PRACTICE 

Tech giants' business model challenges several of the key principles of data 
protection law discussed below. 

 
Tech giants' use of personal data can generally be divided into two purposes: 
 

1. Commercial purposes, ranging from developing own services and 
products to selling products on to other private actors. 
 

2. Contributions to statutory tasks, in particular police investigations, and 
to combatting crime or to intelligence activities. 

 
The latter is outside the scope of this report, but note that with regard to state 
surveillance, including companies' disclosure of information to the authorities, 
the state is bound by its human rights obligations.140 
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GLOBAL NETWORK INITIATIVE (GNI) 
When tech giants receive requests from governments to provide 
information about an individual user, a certain degree of self-regulation 
takes place through the Global Network Initiative (GNI). Through 
membership of GNI, companies have committed themselves and each 
other to comply with human rights standards when receiving requests 
from governments involving privacy rights. The initiative has the 
limitation that it only concerns cases in which governments approach 
companies, and not cases in which the companies act on their own 
initiative. Consequently, the companies' own practice, for example in 
relation to collecting information on users for commercial purposes, is 
not covered by the initiative. 

 
 

With regard to using personal data for commercial purposes, such use, including 
collection and disclosure of data, is subject to the regulations on the right to 
respect for private life and the protection of data by which private actors are 
bound. 
 
The most relevant regulatory framework is the General Data Protection 
Regulation (GDPR). The tech giants' access to information challenges, in 
particular, the GDPR requirements for data minimisation, purpose limitation, 
(informed) consent and access.141 

5.2.2.1 Data minimisation  
The requirement for data minimisation142 means that both the type and volume 
of personal data must be adequate, relevant and limited to what is necessary for 

the purposes for which they are collected. This requirement means that 
companies are not allowed to collect more personal data than is absolutely 
necessary, and they are not allowed to collect information without any purpose 
(see section 5.2.2.2). 
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The data minimisation requirement is challenged by the common business 
model, which is based on collecting and generating as much knowledge as 
possible about the individual.143 

 
Furthermore, the level of accuracy and effectiveness of tools based on 

algorithms typically depends on large volumes of data, which again challenges 
the requirement of collecting and processing as little information as possible.144 

5.2.2.2 Purpose l imitation  
Further to this, the purpose limitation requirement145 restricts companies' 
access to collect and process data. The requirement entails that personal data 
may only be collected for specified, explicit and legitimate purposes, and that 
data may not be further processed in a manner that is incompatible with the 
original purpose. Among other things, the purpose limitation requirement is to 
ensure that users can reasonably predict the scope and consequences of data 
processing. 
 
In a business model in which tech giants collect and extract personal data from a 

large number of data points, the purpose limitation requirement will typically be 
addressed through descriptions of very broad data collection purposes in the 
terms of business. Such broad and imprecise purposes of data collection entail a 
risk of undermining the principle of purpose limitation. 

5.2.2.3 Right of access  
Pursuant to the data protection regulations, individuals have a right of access to 
their own data, and the right to know which personal data is being processed 
and who the data is being shared with. Among other things, this right of 
access146 is to ensure that data processing is transparent for the individual user, 
and that the user is able to assess whether the data processing is reasonable and 
legitimate. 

 
In practice, however, information asymmetries between individual users and 
tech giants are increasing. Users have very limited access to see which personal 
data the platforms are processing, especially the data and the profile generated 
on the basis of the individual's various online activities. You might say that the 
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tech giants know more and more about individual users, while individual users 
have limited access to the processing of data concerning themselves. 

5.2.2.4 Consent  
The possibility of individuals to control their own data is a key element in 

personal data protection, and in this context, consent147 plays a crucial role as 
one of several means of authorising the processing of data. Consent is the 
individual's possibility to authorise data processing, and it should be a freely 
given, specific and informed indication of the individual's agreement to the 
processing of personal data. 
 
The requirement for freely given, specific and informed consent is challenged by 
digital services because individual users often consent to the terms of the service 
without having insight into the conditions that they are consenting to. Because 
the platforms and services of the tech giants are so widespread and play such a 
crucial role for many people, individual users do not experience their consent as 
an actual (voluntary and informed) choice, but rather as a condition for joining 
relevant networks and debates, searching for information, etc.148 

 
Furthermore, individual users are not necessarily aware of the sometimes far-
reaching consequences of giving consent, including onward sale and use of 
personal data for targeted marketing or profiling, because the consent is not 
described in plain and easy-to-read language on the platform. There is a risk of 
undermining the legal safeguards provided by the consent due to the length and 
complexity of the consent form and the number of times the user is asked to give 
consent (consent fatigue).149 Moreover, it is unclear how the user's right to 
withdraw his or her consent can effectively be enforced in situations in which 
data about the user (including user profiles prepared by algorithmic tools) is 
disclosed to other commercial actors.150 

 

The consent requirements have been addressed by the French data protection 
agency CNIL, among others, and in 2019, the agency imposed a EUR 50 million 
fine on Google. This was the first fine issued by CNIL since the adoption of the 
General Data Protection Regulation, and according to CNIL, the size of the fine is 
based on the seriousness of the observed breaches of fundamental GDPR 
principles on transparency, information and consent.151 
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The consent requirements also played a key role when, in February 2020, the 
Danish Data Protection Agency raised serious criticisms of the Danish 
Meteorological Institute's use of personal data via banner ads from Google.152 In 
its decision, the Danish Data Protection Agency established that the Danish 

Meteorological Institute and Google have a financial interest in the data 
processing, and that the consent model on dmi.dk did not meet the statutory 
requirements for transparency, partly because it requires the user to take 
additional action in order to refuse giving consent. The option to refuse consent 
must therefore be stated as plainly and clearly as the option to give consent. 

5.2.2.5 Lack of review by the European Courts  
The question of tech giants' use of personal data for commercial purposes has 
neither been reviewed by the European Court of Human Rights (in terms of 
potential criminal liability) nor by the European Court of Justice (in terms of 
companies' obligations under EU law), but in individual member states, tech 
giants' obligations under EU law concerning the protection of privacy and 
personal data are being tried at national level. 

 
As the European Courts have not yet examined the tech giants' behaviour with 
respect to the right to privacy and protection of personal data, protection varies 
between individual member states, and there is no common European 
understanding of the scope of personal data protection law. 
 
A related problem is that it can be difficult for individual users to figure out how 
and where they should bring cases against tech giants. This problem is reflected 
in judgments by the European Court of Justice, for example Google Spain, CNIL v. 
Google and Wirtschaftsakademie. In an EU law context, the idea is for the 
European Data Protection Board to help align the rules.153 
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european-strategy-data-19feb2020_en.pdf  
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